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#### Abstract

In museum curator's guide, visitors can focus on an exhibit, listen to its guide and understand its detail, if diversified explanatory information can be placed closing to the exhibit at the same time. Therefore, in this study we develop a moveable AR system that can superimpose explanatory information around the exhibit for supporting the curators to apply the AR technology. In this system these requirements are mentioned as below. One is avoiding the exhibit from light directly for protecting from being tanned. Another is reaching a same mapping conclusion with a higher speed and accuracy not only from the confront location but also from the oblique direction. The proposed system consists three processing blocks to identify the exhibit, to estimate its region on the image and to project some explanatory information related to its exhibit. Usually visitors can see only one side of the exhibit due to the limitation of the layout in museum, thus, the relations between the confront exhibit image and an input image taken by a camera, have same topological attributes in image elements even its camera moved. We apply this property to propose a feature points detection method and a matching method under perspective distortion robustly.


Keywords: museum guide, augmented reality, topological attributes, feature points

## 1. INTRODUCTION

In many museums, as an effective way to understanding the exhibits, many kinds of PDA and KIOSK device are prepared for assisting in the acquisition of an exhibit's information to visitors. The visitors who use these devices cannot focus on the exhibit and the device screen in the place away from the exhibit at the same time [1][2][3]. Due to the visitors has to concentrate on the operation which is based on themselves, their attention is deflected from the exhibit [4][5]. If the visitors can focus on the information near the exhibit, it's helpful to understand the exhibit and have a better observation.

Additionally, in a more effective way to understand the exhibit, the visitors can listen to the guide by the curator in the museum. There are three merits as follows: firstly, it is possible that the curators can adapt the visitors with different
attributes for the explanation based on the knowledge and experience of themselves. Secondly, the visitors can also listen to the explanation while they are looking at the exhibition. Thirdly, the visitors can obtain more details from hearing the guide of the curators. However, curator's guide has several matters which makes it difficult to verbalize. If the detailed explanation by the curator's guide is added to the visual information, the visitors can have a better observation.

Therefore, the visitors can focus on an exhibit without look away, listen to its guide and understand its detail, if multimodal explanatory information that is being prepared, such as text, photos, and videos can be projected on the periphery of an exhibit. What's more, when the visitors listen to curator's guide, it's easier to understand while the visual information is being added into the curator's guide.

Our study is on the presupposition that the visitors interact
with the curator directly in the museum. The purpose of this study is to support the curator's guide by developing a moveable AR system that can superimpose explanatory information around the exhibit to apply the AR technology.

In order to realize the movable projection AR system which is used to present the information to the exhibit in the museum, these requirements are mentioned as follows:

- Avoiding the exhibit from light directly for protecting from being tanned.
- Reaching the same mapping conclusion with a higher speed and accuracy not only from the confront location but also from the oblique direction.
- Whether the location of the system is changed or not, the mapping location has to be recognized in a high speed and high accuracy.

The proposed system constitutes recognition of the exhibit, estimation of its region and projection of explanatory information related to the exhibit. Especially in this paper, referring the recognition and the region estimation of the exhibit, we suggest a feature points detection method and a matching method. Both of them are under perspective distortion robustly. Because between the confront exhibit image and an input image taken by a camera, there are the same topological attribute in image elements even the camera is moved. Furthermore, we compare the existing methods and this method for feature point detection accuracy and reveal the superiority this method.

## 2. RELATED WORK

As the research which use an AR system in museum, Nagamatsu et al. [6] developed a projection AR system with invisible markers. This system is difficult to install in existing museum, because this method needs to install many invisible markers in exhibition hall of the museum. Meanwhile, Jinbo et al. [7] used the tablet device to display AR contents on its screen. In this method, there is a burden for the visitors because they have to move their sight line from the exhibit to the tablet screen. In addition, this method is not appropriate for watching the exhibit in big crowds. Moreover, Kondo et al. [8] used a Head Mounted Display(HMD) to superpose 3DCG contents on the real exhibit. Although, the system using HMD can present the suitable information for each user, the interactions between the visitors and the curator or among the visitor are hindered. Comparing with general appreciation, the appreciation with a HMD also has the problems which are the narrow angle of vision and the physical burden to users.

Those existing methods of feature point detection are mentioned as follows: firstly, SIFT [9] detect scale and position of keypoint based on Difference-of-Gaussian processing. Secondly, SURF [10] use box filter which utilize integral image. Thirdly, FAST [11] detect corner depending on the decision tree. Since these methods rely on the geometric
information of boundary region, they corresponded to scale and rotation transformation. However, they cannot be robust perspective distortion in the same time. As the research corresponding to the perspective distortion, there are also some methods for extraction a feature according to the Machine Learning [12]. This method need learning in advance which cost large amount of calculation due to the replacement of the object whose feature point has defected every time. There is also a method using the invariant features in perspective distortion which is calculated from the placement of the center the character's gravity [13]. This method can't deal with any image and is only for the character. The third method use a camera position and orientation information of the previous frame based on SURF [14]. This method has a large amount of calculation in the practical level because of solving PnP problem with the RANSAC algorithm.

In the field of the image matching, MSER [15] collect the areas from the image which has the similar illumination into one region, and detect it. In addition, ASIFT [16] is improved robustness to affine transformation by using SIFT. However, these methods have a large amount of calculation.

In this study, in order to detect feature point in any images and robust in perspective distortion, we focus on the relationship between different regions in one image. There is Hueckel operator [17] which use the information of the region. Due to the shape of the pattern which is used for the operator transforms according to the perspective distortion, the feature point can't be detected robustly.

Therefore, in this study we detect the feature point according to the calculation and discrimination of the topological attribute of the regions which constitute the image and their boundaries. The topological attribute has a characteristic which is they have the same topological attribute, regarding the same feature point in many conditions except the occlusion and some other specific ones, even if scale, rotation and perspective transformed in the image.

## 3. SYSTEM OVERVIEW

We develop a system in order to help curator's guide in museum. Specifically, we develop the system which overlap the explanatory information on the exhibit directly by using projector and camera. In addition, since the conversation between the visitor and the curator is becoming the largest part of the guide, we propose an interface that the curator can be operated easily and never disturb the guide at the same time.

Figure 1 provides example usage of this system. This system consists of a moveable tripod, a computer, a projector, and a camera. The curator operates this system by using the tablet in his hand. The angle range of the camera we prepared for the system is wider than the projection range of the projector. Furthermore, this system processes the projector in order to protect the exhibit from being tanned by the light
directly
After setting the system so the camera can recognize the exhibit in the angle of view, the curator connects the system with the tablet by operating it. If user select the connection destination, the system will recognize the exhibit and the tablet screen will transit as shown in Figure 2. The user can also switch from display to non-display explanatory information by tapping the checkbox on the upper left corner of it.


Fig.1. Example usage of this system


Fig.2. Guide view of this system

## 4. OUR METHODS

Through the feature point detection method proposed in this study, because of the different amount of the topical range (hereinafter called "patch") in the region of the image, we consider some patterns which are composed by the regions. Figure 3 shows a sample of the image region in this study. In addition, we don't consider the region which appears just like an independent island in the patch. The topological singularity won't appear when the amount of the region in the patch is only one. In this study, we only deal with the patterns which consist
two or three regions which are shown typically in Figure 4.
The pattern which consists two regions is as follows. Figure $4-2 \mathrm{a}$ shows the pattern that the different adjacent regions make the liner boundary by themselves, it is also called as 'edge'. Figure $4-2 b$ shows the pattern that the corner of the region is formed, it is also called as 'corner point'. Figure 4-2c shows the pattern that the region has a part of the boundary of the curve. Figure 4-2d shows the pattern that the endpoint of a straight line with a width penetrates the patch. Figure 4-2e shows the pattern that a straight line with a width passes through the patch. Figure 4-2f shows the pattern that the curve with a width passes through the patch. Furthermore, Figure 4$2 \mathrm{a} \sim \mathrm{d}$ are geometrically different, but they have a same topological attributes.

The pattern which consists three regions is as follows: Figure 4-3a shows the pattern that three regions pass through the patch. Figure $4-3 b$ shows the pattern which consists one branch point. Figure 4-3c shows the pattern which makes Tjunction. Figure 4-3d shows the pattern which consists two corner points. Figure $4-3 \mathrm{e}$ shows the pattern that two straight lines with a width pass through the patch. Figure $4-3 \mathrm{f}$ shows the pattern that two endpoints of a straight line with a width penetrate the patch. Furthermore, Figure 4-3b and Figure 4-3c are geometrically different, but they have same topological attributes.

In addition, we can also consider the pattern that form a more complex curve in the patch. However, it is conceivable the all patterns would match one of patterns in Figure 4 by making the patch as small as possible.

In this study, as the topological singular feature point, Figure 4-2b, Figure 4-2d, Figure 4-3b, Figure 4-3c are targeted in order to detect the feature point.Regarding the matching method, firstly we detect the feature point in contrast with the image of the template and the input image. Secondly we descript the feature of the detected feature point. Thirdly we do the matching by using the topological attributes.


Fig.3. Sample of the image region in this study


Fig.4. Region pattern of the local range

### 4.1 PROPOSED METHODS

In this study, we propose some methods which consist of image segmentation, topological feature calculation, feature point detection, feature point description and feature matching.

### 4.1.1 REGION SEGMENTATION USING VARIANCES OF GRAY IMAGE

By using the variances of the gray value of the histogram in two ranges with the histogram segmentation method, firstly we calculate a separability. Secondly, we segment the input image into regions. Thirdly, we make a label image.

At first, in Figure 5, the system makes the histogram of V value in HSV color space of the input image. We set width $\left(T_{1}, T_{2}\right)$ to the left and right from $x_{n}$ in the histogram, calculate the separability $(\eta)$ between the two ranges. The $\omega_{1}$ and $\omega_{2}$ represent the proportions, the $\mu_{1}$ and $\mu_{2}$ represent the averages and the $\sigma_{1}{ }^{2}$ and $\sigma_{2}{ }^{2}$ represent the variances, of each region about the two regions.


Fig.5. Histogram segmentation method
The total variances of the entire two regions are represented as Equation (1).

$$
\begin{equation*}
\sigma^{2}=\omega_{1} \omega_{2}\left(\mu_{1}-\mu_{2}\right)^{2}+\left(\omega_{1} \sigma_{1}^{2}+\omega_{2} \sigma_{2}^{2}\right) \tag{1}
\end{equation*}
$$

With the total variances $\sigma^{2}$, the separability $\eta$ is represented as Equation (2)

$$
\begin{equation*}
\eta=\frac{\omega_{1} \omega_{2}\left(\mu_{1}-\mu_{2}\right)^{2}}{\sigma^{2}} \tag{2}
\end{equation*}
$$

In the second place, the system calculates the separation point that in which point determines the histogram should be separated. From the preceding study [18], when the histogram is separated into two parts by threshold value and the distribution of the value in uniform region is Gaussian distribution at the same time, the maximum value of separability has been found to be $2 / \pi$ regardless of the Gaussian distribution's variances. In this study, in order to separate the regions more clearly, when the separability $\eta$ is the maximum value and over $2 / \pi$, the point is regarded as the separation point.

At last, based on the separation point calculated, the system makes the label array and use it as a look-up table in order to output the label image which is translated from the input image.

### 4.1.2 FEATURE DETECTION METHOD USING TOPOROLOGICAL ATTRIBUTES

Firstly, the system scans the entire input image by using the 16 points circular patch (see Figure 6). The space of the scan is half a width of the patch. In addition, because the space has a big effect on the accuracy of the feature point detection, we will discuss this problem later.

Secondly, the system judges the regions in each patch if they have belonged to one of the patterns shown in Figure 4. Because of that, the system counts the amount of the label value which is composed of the pixel on the boundary of the patch. When the amount of the label value is one, it can't be judged as the feature point since there is only one region. When the amount of the label value is two and there are two the contiguous regions, also the angle of the region of which the label value of the patch's center is 120 degrees or less, it is judged as the feature point of the pattern in Figure 4-2b or Figure 4-2d. When the amount of the label value is three and there are three the contiguous regions at the same time, it is judged as the feature point of the pattern in Figure 4-3b or Figure 4-3c.

In specific process, the system converts the pixel on the boundary of the patch to a one-dimensional array and counts the partition of the label value shown in Figure 7. What's more, this array is processed as a circular array.

When the partition of the label value is two, it is judged as the feature point only if the amount of the pixels in which the same region as the label value of the patch's center, are the $1 / 3$ or less of the amounts in the entire circumference. When
the partition of the label value is three, it is judged as the feature point.


Fig.6. Feature points in this study


Fig.7. Feature point which became a one-dimensional array

### 4.1.3 MATCHING METHOD USING <br> TOPOLOGICAL ATTRIBUTES

Through adapting the method of the feature point detection as mentioned to the image of the template and the input image, we descript the feature value and do the matching.

In this study, regarding the detected feature point, we interpret the feature point which has the same label value as a set. First of all, we do the matching of the set. Then, we do the matching of the feature point in respective sets. The speed and the accuracy of the matching can be improved by doing the two-step matching. Moreover, the improvement of the accuracy is estimated by using the geometrical relationship which is constituted by the feature point in the set of the label value.

In this study, we use the feature value as follows: regarding the feature quantities of the feature point, it is represented by the binary code which is created if the label value is included or not in the patch of the detected feature point and the average of the gray value in each region of the patch. Regarding the feature quantities of the set, it is represented by the label value of the set and the binary code which is created if it exists or not except for the label value of the set. These are shown in Figure 8.

We do the two-step matching by using these feature quantities.

The idea which is converted from the local region to binary also use in Local Binary Pattern (LBP) [19]. Although LBP is robust to illumination change, is not robust to other transformations. There are also some methods such as, rotated LBP [20] which has the rotation invariance, CS-LBP [21] in
which calculation costs are reduced, Local Difference Binary(LDB) [22] which can recognize at a high speed and match in the large data base. However, these methods are not robust perspective distortion. Although MOBIL [23] which comes from LDB has the view point invariance, too many points which are not feature point have been detected by using ORB [24] technique. These become noises and have a negative effect on the result of detection.


Fig.8. Feature value in this study

## 5. EXPERIMENT OF FEATURE DETECTION

In this experiment, in order to evaluate the detection performance of the feature point in our method, we use the images that the pattern of the unique feature point appears and the images that the perspective distortion appears from the former ones. The patch is the circumference which is constituted by the 16 pixels within the $7 \times 7$ pixels square. The space of the patch is 3 pixels. These are shown in Figure 9. In addition, we use FAST, SIFT, Harris corner detector [25] as comparison methods. We use the program, for comparison, which is published on the tutorial of OpenCV3.0 [26] [27] [28].

We show the results of the experiment as follows: the point which was detected as the feature point overlap two regions is the red rectangle. The point which was detected as the feature point overlap three regions is the green rectangle. The point which overlap two regions is the blue rectangle only if it isn't the feature point.


Fig.9. Image for the experiment and the patch

## 6. RESULT FOR THE PERSPECTIVE DISTORTION IMAGE

Regarding the template image and perspective distortion image, we show the result of the detected feature point as Figure 10 and Figure 11. Furthermore, the result of the detected feature point regarding the perspective distortion image by using the comparison methods such as FAST, SIFT, Harris corner detector, are shown as Figure 12, Figure 13, and Figure 14. From this result, we prove that the feature point can be detected basically even for the perspective distortion. There are also several feature points which can't be detected in the corner pattern which is constituted by two regions. Those feature points can be found in an area that the center pixel doesn't overlap the small region in the region which overlaps the circumference of the patch shown as Arrow 1 in Figure 10 and Figure 11. The reason why feature points can't be detected is that there is an influence coming from space of the patches. It is confirmed that by setting the space at 1 pixel, those feature points can be detected as well. In addition, in the image of the result of the comparison methods, some points which are not singular, however have been detected as the feature points. As noises, these points have a negative effect on the process after feature detection such as feature matching. On the other hand, in the image of the result of our proposed method, it is confirmed that only the singular feature points have been detected exactly.

## 7. CONCLUSIONS

In this paper, we proposed three methods which are the detection, the description and the matching of the feature point by using the topological attributes of the image regions. According to the result of the experiment that the feature points can be detected robustly even towards an image with perspective distortion in the ideal image, the effectiveness of our method is revealed. In the future, we will improve our method in contrast with image in a real space and compare our method with the existing methods.


Fig.10. Result of the template image


Fig.11. Result of the perspective distortion image


Fig.12. Result of the perspective distortion image using FAST


Fig.13. Result of the perspective distortion image using SIFT


Fig.14. Result of the perspective distortion image using Harris corner detector
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